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values are identical they are overlain. A global coverage
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Figure 2.5 Grid box temperature series on levels for the South East
Asian grid box. Observations are represented by crosses,
with shading to ± 2σ ; near neighbour averages are
represented by diamonds. Note that it is the y values that
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Indian grid box. Observations are represented by crosses,
with shading at ± 2σ; near neighbour averages are
represented by diamonds. Note significant breakpoints in
1969 and 1990.
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Figure 2.7 Grid box temperature series on levels for the South African
grid box. Observations are represented by crosses, with
shading to ± 2σ ; near neighbour averages are represented
by diamonds. Note significant anomaly at the 850hPa level.
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Figure 2.8 Grid box temperature series on levels for the New
Caledonian grid box. Observations are represented by
crosses, with shading to ± 2σ ; near neighbour averages are
represented by diamonds. Note significant warm anomaly
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Decadally averaged zonal mean temperatures from V2 of
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62

Figure
2.10(ii)

Decadally averaged zonal mean temperatures from V2 of
the edited HadRT 2.1s data, following quality control
analysis, as anomalies from 1971-90 climatology. Contour
intervals are at 0.25 degrees Celsius.
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observations, and late in the record due to delays in release
of the data.
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Figure 3.2a Global averages for the HadRT2.1s temperatures and
HadCM2 ensemble mean fields. Note that expectations are
that model fields will exhibit less variability.
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Figure 3.2b Global averages for the HadRT2.1s temperatures and
HadCM3 ensemble mean fields. Note that expectations are
that model fields will exhibit less variability.
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Figure 3.3 Difference in zonally averaged temperatures between
1963-1972 and 1983-1992. The top two panels show
HadRT2.1s and HadRT2.1 fields, the differences between
these datasets being relatively small. Remaining panels
indicate ensemble mean model responses to various
anthropogenic forcing scenarios for HadCM2 (left hand
panels) and HadCM3 (right hand panels).
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Figure 3.4 Difference in temperatures at the 100hPa level between
1963-1972 and 1983-1992. The top two panels show
HadRT2.1s and HadRT2.1 fields, the differences between
these datasets being relatively small. Remaining panels
indicate ensemble mean model responses to various
anthropogenic forcing scenarios, and the respective model
σ fields for HadCM2 (left hand panels) and HadCM3 (right
hand panels). In these model fields those points outside 3σ
from the observations are boxed.
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Figure 3.5 Difference in temperatures at the 500hPa level between
1963-1972 and 1983-1992. The top two panels show
HadRT2.1s and HadRT2.1 fields, the differences between
these datasets being relatively small. Remaining panels
indicate ensemble mean model responses to various
anthropogenic forcing scenarios, and the respective model
σ fields for HadCM2 (left hand panels) and HadCM3 (right
hand panels). In these model fields those points outside 3σ
from the observations are boxed.
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Figure 3.6 Difference in an entire troposphere (300-850hPa) lapse rate
diagnostic between 1963-1972 and 1983-1992. The top two
panels show HadRT2.1s and HadRT2.1 fields. Remaining
panels indicate ensemble mean model responses to various
anthropogenic forcing scenarios, and the respective model
σ fields for HadCM2 (left hand panels) and HadCM3 (right
hand panels). In these model fields those points outside 3σ
from the observations are boxed.
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Figure 3.7 Best estimate and range of skill scores for a three-decade
diagnostic. The best estimate is denoted by a square. There
is no reason to expect the uncertainty range to be
symmetric about this estimate. An ensemble is concluded
to exhibit skill if its uncertainty range does not encompass
zero. Confidence is increased with greater separation. In
this approach a signal would be detectable if its best
estimate was outside the uncertainty range of the null
hypothesis no change field.
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Figure 3.8 Best estimate and range of skill scores for a four-decade
diagnostic. The best estimate is denoted by a square. There
is no reason to expect the uncertainty range to be
symmetric about this estimate. An ensemble is concluded
to exhibit skill if its uncertainty range does not encompass
zero. Confidence is increased with greater separation. In
this approach a signal would be detectable if its best
estimate was outside the uncertainty range of the null
hypothesis no change field.
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HadRT2.1s observations. The patterns have been
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temperature data and their fractional difference field. Areas
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tropopause. Noticeable differences occur at 25°N and 10°S
within the troposphere, and in no regions is there
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Figure 5.4 Trends in the individual best guess, and range of signal
strengths in the observations for increasing truncation. The
bottom panel depicts the residuals (square points), which
are consistent at all truncations (fall within the F-
distribution (diamond points)) for this input combination.
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Figure 5.5 Optimised input fields (at truncation 11) to the detection
algorithm for �mass weighted� HadCM3 signals. The
observed data field is HadRT2.1s.
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Figure 6.1 Raw lower tropospheric HadRT2.1s V2 input temperature
fields. The superimposed boxes indicate the choice of
regions in the preferred 10-area �smart� LAA input
diagnostic used in the current study.
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Figure 6.2 10-area �smart� LAA input diagnostic for Lower
Tropospheric HadRT2.1s V2 temperatures.
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Figure 6.3 5-area �smart� LAA input diagnostic for Lower
Tropospheric HadRT2.1s V2 temperatures.
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Figure 6.4 Changing beta estimates with increasing truncation for
HadCM2 upper tropospheric temperatures. The best-guess
model signal amplitude estimate in the observations is
given by the bold line, with 90% uncertainty ranges
denoted by grey shading. Detection confidence limits are
denoted by a red line. Where the residuals are inconsistent
this is marked by an asterisk. Results are considered for
three input signal combinations, and four choices of LAA
diagnostic.
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Figure 6.5 OLS regression ellipses for layer average temperature
diagnostics for HadCM2 at truncation 21. The cross
represents the best-guess amplitude estimator in each case,
and the ellipse the 90% confidence interval as to the
potential value of the true solution.
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Figure 6.6 Changing beta estimates with increasing truncation for
HadCM3 upper tropospheric temperatures. The best-guess
model signal amplitude estimate in the observations is
given by the bold line, with 90% uncertainty ranges
denoted by grey shading. Detection confidence limits are
denoted by a red line. Where the residuals are inconsistent
this is marked by an asterisk. Results are considered for
three input signal combinations, and four choices of LAA
diagnostic.
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Figure 6.7 Reconstructed global mean temperature trends of upper
tropospheric temperatures for HadCM2 and HadCM3. The
�observations� are projections onto leading modes of
model simulated internal variability, and therefore differ
between models. In each case the reconstruction is based
upon the signals multiplied by their best-guess amplitude
estimates.
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Figure 6.8 Changing beta estimates with increasing truncation for
HadCM2 lower tropospheric temperatures. The best-guess
model signal amplitude estimate in the observations is
given by the bold line, with 90% uncertainty ranges
denoted by grey shading. Detection confidence limits are
denoted by a red line. Where the residuals are inconsistent
this is marked by an asterisk. Results are considered for
three input signal combinations, and four choices of LAA
diagnostic.
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Figure 6.9 Changing beta estimates with increasing truncation for
HadCM3 lower tropospheric temperatures. The best-guess
model signal amplitude estimate in the observations is
given by the bold line, with 90% uncertainty ranges
denoted by grey shading. Detection confidence limits are
denoted by a red line. Where the residuals are inconsistent
this is marked by an asterisk. Results are considered for
three input signal combinations, and four choices of LAA
diagnostic.
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Figure 6.10 Reconstructed global mean temperature trends of lower
tropospheric temperatures for HadCM2 and HadCM3. The
�observations� are projections onto leading modes of
model simulated internal variability, and therefore differ
between models. In each case the reconstruction is based
upon the signals multiplied by their best-guess amplitude
estimates
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Figure 6.11 Changing beta estimates with increasing truncation for
HadCM2 near-surface temperatures. The best-guess model
signal amplitude estimate in the observations is given by
the bold line, with 90% uncertainty ranges denoted by grey
shading. Detection confidence limits are denoted by a red
line. Where the residuals are inconsistent this is marked by
an asterisk. Results are considered for three input signal
combinations, and four choices of LAA diagnostic.
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Figure 6.12 Changing beta estimates with increasing truncation for
HadCM3 near-surface temperatures. The best-guess model
signal amplitude estimate in the observations is given by
the bold line, with 90% uncertainty ranges denoted by grey
shading. Detection confidence limits are denoted by a red
line. Where the residuals are inconsistent this is marked by
an asterisk. Results are considered for three input signal
combinations, and four choices of LAA diagnostic.
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Figure 6.13 Reconstructed global mean temperature trends of near-
surface temperatures for HadCM2 and HadCM3. The
�observations� are projections onto leading modes of
model simulated internal variability, and therefore differ
between models. In each case the reconstruction is based
upon the signals multiplied by their best-guess amplitude
estimates.
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Figure 6.14 Changing beta estimates with increasing truncation for
HadCM2 free troposphere lapse rates. The best-guess
model signal amplitude estimate in the observations is
given by the bold line, with 90% uncertainty ranges
denoted by grey shading. Detection confidence limits are
denoted by a red line. Where the residuals are inconsistent
this is marked by an asterisk. Results are considered for
three input signal combinations, and four choices of LAA
diagnostic.
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Figure 6.15 Changing beta estimates with increasing truncation for
HadCM3 free troposphere lapse rates. The best-guess
model signal amplitude estimate in the observations is
given by the bold line, with 90% uncertainty ranges
denoted by grey shading. Detection confidence limits are
denoted by a red line. Where the residuals are inconsistent
this is marked by an asterisk. Results are considered for
three input signal combinations, and four choices of LAA
diagnostic.
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Figure 6.16 Reconstructed global mean temperature trends of free
troposphere lapse rates for HadCM2 and HadCM3. The
�observations� are projections onto leading modes of
model simulated internal variability, and therefore differ
between models. In each case the reconstruction is based
upon the signals multiplied by their best-guess amplitude
estimates.
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Figure 6.17 Changing beta estimates with increasing truncation for
HadCM2 entire troposphere lapse rates. The best-guess
model signal amplitude estimate in the observations is
given by the bold line, with 90% uncertainty ranges
denoted by grey shading. Detection confidence limits are
denoted by a red line. Where the residuals are inconsistent
this is marked by an asterisk. Results are considered for
three input signal combinations, and four choices of LAA
diagnostic.
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Figure 6.18 Changing beta estimates with increasing truncation for
HadCM3 entire troposphere lapse rates. The best-guess
model signal amplitude estimate in the observations is
given by the bold line, with 90% uncertainty ranges
denoted by grey shading. Detection confidence limits are
denoted by a red line. Where the residuals are inconsistent
this is marked by an asterisk. Results are considered for
three input signal combinations, and four choices of LAA
diagnostic.
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Figure 6.19 Reconstructed global mean temperature trends of entire
troposphere lapse rates for HadCM2 and HadCM3. The
�observations� are projections onto leading modes of
model simulated internal variability, and therefore differ
between models. In each case the reconstruction is based
upon the signals multiplied by their best-guess amplitude
estimates.
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Figure 6.20 Changing beta estimates with increasing truncation for
HadCM2 lower troposphere lapse rates. The best-guess
model signal amplitude estimate in the observations is
given by the bold line, with 90% uncertainty ranges
denoted by grey shading. Detection confidence limits are
denoted by a red line. Where the residuals are inconsistent
this is marked by an asterisk. Results are considered for
three input signal combinations, and four choices of LAA
diagnostic.
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Figure 6.21 Changing beta estimates with increasing truncation for
HadCM3 lower troposphere lapse rates. The best-guess
model signal amplitude estimate in the observations is
given by the bold line, with 90% uncertainty ranges
denoted by grey shading. Detection confidence limits are
denoted by a red line. Where the residuals are inconsistent
this is marked by an asterisk. Results are considered for
three input signal combinations, and four choices of LAA
diagnostic.
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Figure 6.22 Reconstructed global mean temperature trends of lower
troposphere lapse rates for HadCM2 and HadCM3. The
�observations� are projections onto leading modes of
model simulated internal variability, and therefore differ
between models. In each case the reconstruction is based
upon the signals multiplied by their best-guess amplitude
estimates.

250



xvii

Figure 6.23 Changing beta estimates with increasing truncation for
HadCM2 considering only the �smart� 10-area LAA
diagnostic for all six input temperature variables. For each
variable only the best-guess estimate is shown (see key for
variables). The area of grey shading indicates regions
where all six uncertainties overlap entirely. When the
residuals are found to be inconsistent for any variable, the
line is shown in feint.
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Figure 6.24 Plot assessing the likely sensitivity of principal results for
HadCM2 for the three layer average temperature variables
to choice of regression algorithm. OLS results are shown as
solid lines and TLS as dashed.
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Figure 6.25 Raw observational input fields, optimised observational
data, and best-guess reconstruction for near-surface
temperatures. The reconstruction is based upon the G + S
forcing combination for HadCM2.
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Figure 6.26 Changing beta estimates with increasing truncation for
HadCM3 considering only the �smart� 10-area LAA
diagnostic for all six input temperature variables. For each
variable only the best-guess estimate is shown (see key for
variables). The area of grey shading indicates regions
where all six uncertainties overlap entirely. When the
residuals are found to be inconsistent for any variable, the
line is shown in feint.
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Figure 7.1 Illustration of the likely effects of relaxing from an ideal
world to a real world situation, and results for HadCM2 G
+ S signal combination. The degree of separation in the
hypothetical examples is a tuneable plot parameter and
therefore highly uncertain. In each case only the 90%
confidence interval is plotted. Key value abbreviations are
given in chapter 6.
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